Optimal quantum control of Bose-Einstein condensates in magnetic microtraps
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Transport of Bose-Einstein condensates in magnetic microtraps, controllable by external parameters such as wire currents or radio-frequency fields, is studied within the framework of optimal control theory (OCT). We derive from the Gross-Pitaevskii equation the optimality system for the OCT fields that allow efficient channeling of the condensate between given initial and desired states. For a variety of magnetic confinement potentials we study transport and wave-function splitting of the condensate, and demonstrate that OCT drastically outperforms simpler schemes for the time variation of the microtrap control parameters.
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I. INTRODUCTION

Trapping and coherent manipulation of cold neutral atoms in microtraps near surfaces of atomic chips is a promising approach toward full control of matter waves on small scales [1–3]. This field of atom optics is making rapid progress, driven both by the fundamental interest in quantum systems and by the prospect of new devices based on quantum manipulations of neutral atoms. Lithographic and other surface-patterning processes nowadays allow the building of complex atom chips which combine many traps, waveguides, and other elements, in order to realize controllable composite quantum systems [4] as needed, e.g., for the implementation of quantum-information devices [5]. Such microstructured surfaces have been highly successful and form the basis of a growing number of experiments [6].

The possibility to store, manipulate [7–12], and measure a single quantum system with extremely high precision has initiated great stimulus in various fields of research, ranging from atom interferometry [10,12–15] over quantum gates [16–18] and resonant condensate transport [19] to microscopic magnetic-field imaging [20]. In the vast majority of these schemes the wave function of the Bose-Einstein condensate, trapped in the vicinity of an atom chip, is manipulated through variation of the magnetic confinement potential. This is achieved by changing the currents through the gate wires mounted on the chip or modifying the strength of additional radio-frequency fields [3,11,21–23]. These external, time-dependent parameters thus provide a versatile control for wave-function manipulations, and make atom chips attractive candidates for quantum-control applications.

Consider the situation where one is aiming for an efficient wave-function transfer from a given initial to a final desired state, possibly by passage through a series of other states, or for a conditional quantum gate where atoms have to interact with each other in a well-defined manner. Here the question arises: How should one modify the control fields in order to achieve the most efficient transfer or coupling? This problem was first tackled by Hänsel et al. [13] for a trapped-atom interferometer setup where a dilute condensate should be split through variation of the confinement potential from a single to a double well, such that it ends up in the ground state of the final double-well potential. These authors devised a scheme that optimizes adiabatic transfer by minimizing transitions to excited states.

In this paper we study quantum control of Bose-Einstein condensates in magnetic microtraps within the framework of optimal control theory (OCT). Here, the objective of the control is quantified through a cost function, which is then minimized subject to the condition that the time dynamics of the condensate is governed by the Gross-Pitaevskii equation [24,25]. We will show that optimal control theory provides a versatile tool for determining efficient control strategies, and is applicable for realistic confinement potentials, one- and two-dimensional problems, and nonlinearities in the condensate dynamics. Optimal control theory is a mathematical device that allows for a general determination of efficient control strategies [26,27], and has found widespread applications for, e.g., molecules [28,29], atoms [30,31], or semiconductors [32]. We believe that there are a number of reasons that render OCT ideal for quantum control of condensates in atom chips. First, it is only the cost function that determines the optimal control. There is no additional bias, such as, e.g., in the adiabatic scheme where scattering losses are minimized throughout the whole transfer process, and consequently OCT allows one to explore a larger portion of the control space. In addition, no knowledge of the stationary solutions of the Gross-Pitaevskii equation is required in OCT, contrary to the adiabatic scheme where ground and excited states must be determined for every control configuration. Since the optimal control corresponds to a minimum in the control space, the solutions are robust with respect to small fluctuations of the external parameters, which can never be avoided in real experiments. Finally, decoherence effects, which also play a role in atom chips [3,33–35], can be naturally incorporated into OCT calculations [32,36,37].

We have organized our paper as follows. In Sec. II we introduce the realm of optimal quantum control, and derive the optimality system for condensate transport in atom chips. In Sec. III we present results for condensate splitting in simple and realistic confinement potentials. We demonstrate that our scheme is applicable for effective one- and two-dimensional geometries, and for nonlinearities in the condensate transport. Finally, in Sec. IV we summarize and draw some conclusions.
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We consider a coherent ensemble of Bose-Einstein condensed atoms confined in a potential \( V(r, \lambda(t)) \) produced by a magnetic microtrap. \( \lambda(t) \) is a control parameter that describes the variation of the confining potential when changing the external parameters, such as currents through the microtrap wires or frequency and strength of additional radio-frequency fields [3,13,21] (for details see below). Through \( \lambda(t) \) it is possible to manipulate the Bose-Einstein condensate, e.g., to split and reunite it by varying the potential from a single to a double well, and vice versa. We assume that \( \lambda(t) \) is a single-valued, real parameter, although different situations, e.g., microtraps controlled by several parameters, could be treated equally well. In the following we shall assume for simplicity that \( \lambda(t) \) can only take values between zero and one. The mean-field dynamics of the condensate is described by the Gross-Pitaevskii equation [24,25]

\[
\ii \dot{\psi}(r, t) = \left( -\frac{1}{2} \nabla^2 + V(r, \lambda(t)) + g |\psi(r, t)|^2 \right) \psi(r, t),
\]

with \( g \) a coupling constant related to the scattering length of the atoms.\(^1\) Suppose that initially the system is in the ground state \( \psi_0 \) for the potential \( V(r, \lambda=0) \). Upon varying \( \lambda(t) \) in the time interval \( t \in [0, T] \) from zero to one, the system will pass through a sequence of states and will end up in the final state \( \psi(T) \). Within the field of quantum control one is usually seeking for an optimized time evolution of \( \lambda(t) \) that allows channeling the system from the initial state \( \psi_0 \) at time zero to a desired state \( \psi_d \) at final time \( T \). In accordance with Ref. [13], we assume \( \psi_d \) to be the ground state for the potential \( V(r, \lambda=1) \) at time \( T \). Let

\[
J(\psi, \lambda) = \frac{1}{2} \left[ 1 - |\langle \psi_d | \psi(T) \rangle|^2 \right] + \frac{\gamma}{2} \int_0^T \lambda(t)^2 dt
\]

(2)

be the cost function that rates how well the final state \( \psi(T) \) matches the desired state \( \psi_d \), with \( \langle u | v \rangle = \int dr \overline{u(r)} v(r) \) the usual inner product.\(^2\) The first term on the right-hand side becomes zero for \( \psi(T) = \psi_d \) and maximal if final and desired states do not overlap.\(^3\) The second term on the right-hand side favors control fields \( \lambda(t) \) with a smooth time variation and is needed to make the quantum control problem well posed. \( \gamma \) is a weighting parameter that determines the importance of the two different control strategies of wave-function matching and smooth control fields. We shall use small \( \gamma \) values throughout, such that the cost function \( J(\psi, \lambda) \) is dominated by the first term. The control problem under consideration thus becomes the minimization of the cost function \( J(\psi, \lambda) \) subject to the condition that \( \psi(t) \) satisfies the Gross-Pitaevskii equation (1).

Within the field of optimal control theory one uses Lagrange multipliers to turn this constrained minimization problem into an unconstrained one. For this purpose we define the Lagrange function

\[
L(\psi, \lambda, p) = J(\psi, \lambda) + \text{Re} \left\{ p, i \dot{\psi} - \left( -\frac{1}{2} \nabla^2 + V_\lambda + g |\psi|^2 \right) \psi \right\},
\]

(3)

with the abbreviation \( \langle u, v \rangle = \int_0^T dt \int dr u^* v \), and \( p(t) \) the Lagrange multiplier. We next utilize the fact that the Lagrange function has a saddle point at the minimum of \( J(\psi, \lambda) \), i.e., all three derivatives \( \delta L / \delta \psi, \delta L / \delta \dot{\psi}, \text{and} \delta L / \delta \lambda \) must be zero. Performing the usual functional derivatives in Eq. (3) we obtain after some variational calculation the following optimality system:

\[ \begin{align}
  i \dot{\psi} &= \left( -\frac{1}{2} \nabla^2 + V_\lambda + g |\psi|^2 \right) \psi, \\
  i \dot{p} &= \left( -\frac{1}{2} \nabla^2 + 2 V_\lambda + 2 g |\psi|^2 \right) p + g \psi \psi^*, \\
  \gamma \lambda &= -\text{Re} \left( \psi \left( \frac{\partial V_\lambda}{\partial \lambda} \right) p \right),
\end{align} \]

(4)

which has to be solved together with the initial and terminal conditions

\[ \begin{align}
  \psi(0) &= \psi_0, \\
  \langle \psi_d | \langle \dot{\psi} \rangle \rangle &= 0, \\
  \lambda(0) &= 0, \quad \lambda(T) = 1.
\end{align} \]

(5)

The right-hand side of Eq. (5b) follows from the functional derivative \( \delta L / \delta \psi \). Notice that, while the state equation (4a) with initial condition \( \psi(0) = \psi_0 \) evolves forward in time, the adjoint equation (4b) with terminal condition (5b) is marching backward.\(^4\) The control equation (4c) determines the optimal control.

In most cases of interest one is not able to directly guess \( \lambda(t) \) such that Eqs. (4a)–(4c) are simultaneously satisfied,
and one has to employ an iterative scheme. In this work we follow Ref. [27] and formulate a numerical algorithm that solves the optimality system (4a)–(4c) for given initial and desired configurations $\psi_0$ and $\psi_{\mu}$ respectively. To solve this problem, we apply a gradient-type minimization algorithm, which, starting from an initial guess for $\lambda(t)$, determines a search direction for improved control. We first solve Eq. (4a) with initial condition $\psi(0)=\psi_0$ forward in time. Once the wave function $\psi(T)$ at time $T$ is computed, the final condition for $p(T)$ can be calculated from Eq. (5b) and the adjoint equation of motion (4b) is solved backward in time. The gradient of $L$ with respect to $\lambda$ becomes
\[
\frac{\delta L}{\delta \lambda} = -\gamma \dot{\lambda} - \text{Re} \left( \psi \frac{\partial \psi}{\partial \lambda} p \right),
\]
which gives the search direction for an improved control that minimizes $J(\psi, \lambda)$. In the following we employ for the minimun search either the usual conjugate gradient method or the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton method [27,38]. Details of our solution scheme for the Schrödinger-type equations are given in Appendix B.

We emphasize that the choice of our cost function (2) is by no means unique. For instance, one could add an additional $\eta \psi (-\nabla^2/2+V_1+g|\psi|^2)\psi$ term, with another weighting parameter $\eta$, to minimize the total energy within the transfer process and to favor adiabatic processes. Another possibility would be to make $\gamma$ in Eq. (2) time dependent and to penalize control variations more strongly at the beginning and end of the transfer process, such that $\lambda(t)$ is turned on and off sufficiently smoothly, which might be beneficial for experimental implementations. Alternatively, through a slight variant of the cost function the system can be forced to pass through a number of desired states [27] or to acquire a certain phase [17]. One could also use a slight variant of our approach to obtain an optimization scheme for spatial geometries of waveguides and two-arm interferometers through which a condensate can propagate without creating excitations, as briefly outlined in Appendix C.

### III. RESULTS

We first consider the more simple scenario of single atoms or dilute condensates within microtraps, and neglect the nonlinear terms in Eqs. (4a) and (4b) by setting $g=0$. The influence of nonlinearities will be discussed at the end. In our optimal quantum control calculations we set $\gamma=10^{-3}$ (smaller values of $\gamma$ turned out to have no noticeable influence on the results) and terminate the optimization loop after several tens to hundreds iterations when the gradient (6) has become sufficiently small.

We shall consider the scenario where a Bose-Einstein condensate is split into two parts through smooth variation of the magnetic confinement potential from a single to a double well [10,13]. In Secs. III A and III B we simulate condensate transport through parabolic-like confinement potentials. These simplified case studies will allow us to grasp the essentials of our optimal control calculations. Transport through realistic magnetic confinement potentials is discussed in Secs. III C and III D. Finally, in Sec. III E we investigate the influence of nonlinearities in the Gross-Pitaevskii equation.

### A. Single well

After successful splitting of the condensate the atoms in the two wells can be further transported by shifting the location of the minima. In our first example we will study such transport inside a single well. We will make the assumption that the confinement along $y$ and $z$ is much stronger than along $x$, such that only the dynamics in the $x$ direction has to be considered. We assume a potential of the form
\[
V(x,\lambda) = \frac{1}{2} (x-\lambda x_0)^2, \tag{7}
\]
which has its minimum at $\lambda x_0$. By varying within the time interval $[0, T]$ the control parameter from zero to one, the potential minimum becomes shifted from zero to $x_0$. Our objective now is to seek for a time variation $\lambda(t)$ that brings the system from the ground state $\psi_0$ of the harmonic oscillator centered at $x=0$ to the desired ground state $\psi_d$ of the displaced harmonic oscillator centered at $x_0$. Although the above model allows under quite general conditions for an analytic solution (see, e.g., Ref. [39]), the following analysis will turn out to be helpful when discussing the more complicated situation of condensate splitting.

Let us first consider a linear variation $\lambda(t)=t/T$. Figures 1(b)–1(e) report results of our simulations for three selected transfer times $T$. Figure 1(b) shows for $T=9$ the modulus of the wave function together with the confinement potential at different times, and Fig. 1(e) shows a density plot for $|\psi(x,t)|$ of the same transfer process. At the bottom of Fig. 1(c) we also plot the final wave function (solid line) which somewhat differs from the desired one (dash-dotted line). Similar behavior is observed for Figs. 1(d) $T=6$ and 1(e) $T=3$. Finally, in Fig. 1(a) we report for the linear $\lambda$ variation the cost function (2) as a function of $T$ (solid line), which is high for small values of $T$ and shows an oscillatory behavior with decreasing amplitude for longer transfer times $T$. The decreasing amplitude is due to the fact that with increasing $T$ the time variation of potential (7) becomes slower, and the system can follow almost adiabatically.

The oscillations in the cost function are due to the oscillations of the wave function inside the single-well potential. To understand their origin, consider the extreme case where the position of the potential minimum is abruptly moved to $x_0$ at time zero, and the system is brought into a highly excited state where the ground-state wave function of the harmonic oscillator is displaced by $x_0$ with respect to the new minimum of $V(x, \lambda=1)$. Such displaced ground states of the harmonic oscillator are known as coherent states [40] and have a dynamics reminiscent of classical oscillators. As time goes on, the system will start to oscillate with amplitude $x_0$ around its new equilibrium position. Also the $\lambda(t)$ variation with finite speed can be described in terms of such coherent states, as evidenced by the fact that in Figs. 1(b)–1(e) only the position but not the shape of the wave packet changes.
FIG. 1. (Color online) Results of our simulation for the single-well potential (7) and \( x_0 = 5 \). (a) Cost function \( J(\psi, \lambda) \) for different transfer times \( T \) and for a linear time variation of \( \lambda \) (solid line) and optimized variations (symbols). The dotted line shows results of a simulation where an additional \( x^2 \) term is added to the potential (see text). The inset reports the optimized control fields \( \lambda(t) \) for transfer times of 3 (solid line), 6 (dashed line), and 9 (dotted line). (b) Time evolution of potential and wave function \( |\psi(x, t)| \) for linear \( \lambda \) and \( T = 9 \). (c)–(e) Density plot of \( |\psi(x, t)| \) for linear \( \lambda \) as a function of time and position, and for transfer times of \( T = 9 \), (d) 6, and (e) 3. On the bottom of each panel we show the desired wave function (dash-dotted line) and \( |\psi(x, T)| \) (solid line). The solid lines in the density plots represent the equipotential lines of the confinement potential. (c′)–(e′) Same as (c)–(e) but for optimized control fields.

with time. To enquire more into this evolution we shall analyze the Wigner function [41]

\[
w(x, p; t) = \int e^{-i px} \psi(x + \frac{s}{2}, t) \psi^*(x - \frac{s}{2}, t) ds
\]

for the wave function, which is a mixed position-momentum distribution that has many, albeit not all, properties of a classical distribution function. The solid lines in Fig. 2 show contour lines of the Wigner functions for the initial and final wave functions \( \psi_0(x) \) and \( \psi(x, T) \), respectively. These coherent states are minimum uncertainty states with \( \Delta x \Delta p = \frac{\hbar}{2} \). The density plots in the different panels of the figure show the time-integrated Wigner function \( \int w(x, p; t)dt \) which provides information about the trajectory in phase space. At short transfer times, Fig. 2(c), the system ends up in a state that is located close to \( x_0 \) but with a high momentum. Thus, when the control parameter is kept fixed to \( \lambda = 1 \) at times beyond \( T \), the system will continue to oscillate around its new equilibrium position. This final state differs substantially

FIG. 2. (Color online) Time-integrated Wigner function \( w(x, p) \) for the single-well transfer processes shown in Fig. 1. The solid lines show the equipotential lines for the Wigner functions of the initial and final wave functions \( \psi_0(x) \) and \( \psi(T) \), respectively.

FIG. 3. (Color online) Same as Fig. 1 but for the double-well potential (9). The inset in (a) shows the optimized \( \lambda(t) \) for \( T = 6 \) (solid line) and 9 (dashed line). (b) Time evolution of \( |\psi(x, t)| \) and \( V(x, \lambda(t)) \) for \( T = 9 \). (c), (d) Density plot of \( |\psi(x, t)| \) for \( T = 6 \) (c) 9 and (d) 6. (b′)–(d′) Same as (b)–(d) but for optimized control fields.
from the desired ground state $\psi_d$ of the displaced oscillator, and consequently has a rather high cost $J$ [see also Fig. 1(a)]. With increasing $T$ [Figs. 2(a) and 2(b)] the momentum of the coherent state decreases and thus $J$ becomes smaller.

We next turn to our optimal quantum control calculations. Here we start from the linear $\lambda(t)=t/T$ function as a guess for the control, and successively improve $\lambda(t)$ according to the scheme described in the previous section. The symbols in Fig. 1(a) report the cost function for the optimized control fields; throughout $J$ can be drastically improved with respect to the linear $\lambda$ variation. In particular, for transfer times beyond, say, $T=3$ the final wavefunctions perfectly match the desired one. Figures 1(b’)-1(e’) report the wave-function evolution for the optimized control fields depicted in the inset of Fig. 1(a). For $T=6$ and 9 the fields deviate only little from the linear dependence, and minor to moderate corrections of $\lambda(t)$ suffice to finally bring the system at $x_0$ to rest. This is also apparent from the Wigner functions shown in Fig. 2 where the final state (solid contour line) is centered at $x_0$ and has zero momentum.\footnote{It is worth noting that our cost function (2) is only governed by the final wavefunction $\psi(T)$, and consequently no guidance of the intermediate wave-function trajectory is present. Thus, if the linear control fields already work successfully, such as for $T=6$ in Fig. 1(d), the optimized $\lambda(t)$ and the corresponding transfer process are practically not altered, whereas somewhat stronger deviations can be observed for $T=9$ in Fig. 1(c). We also emphasize again that the parabolic confinement potential (7) is special in the sense that it can change only the position but not the shape of the initial wave packet, and there thus exist a huge variety of different successful control strategies.}

Note that only the quasi-Newton BFGS system becomes frozen in the ground state of the shifted equilibrium state where it starts to oscillate from left to right. At $t=3$ the control strategy $\psi_d$ of the V($x,\lambda=1$) potential is rather poor and the cost function shown in Fig. 3(a) is high for small values of $T$. With increasing $T$ the cost function again exhibits an oscillatory behavior with decreasing amplitude, indicating the onset of adiabatic transport. However, in contrast to the single-well case $J$ keeps a finite value at its minima, which is due to the population of excited vibronic states during splitting and the resulting lack of complete overlap with $\psi_d$.

The symbols in Fig. 3(a) report the cost function for the optimized process of wave-function splitting. At short transfer times, say below $T=5$, the optimized control strategies perform significantly better than the linear ones, but the overlap with the desired state is not perfect. We emphasize that these results do not exclude the possibility of more efficient transfer in regions of the control space that were not explored by our minimization scheme. For transfer times beyond $T=6$ the cost function drops below a value of $10^{-3}$ indicating the onset of efficient wave-function splitting. Figures 3(b’) and 3(c’) show the wave-function evolution for $T=9$, which is not drastically altered in comparison to the evolution for the linear scheme. A slight modification of the control function $\lambda(t)$ suffices to channel the system to the desired state at time $T$. Figure 4 shows the Wigner functions $w(x,p;T)$ at the end of the transfer processes. For the optimized control shown in Fig. 4(a’) it consists of two coherent-state features at the positions of the two minima of the double-well potential (see cross symbols), indicating that $\psi(T)$ matches the corresponding single-well ground states, and an interference pattern at position zero due to the superposition nature of the wave function $\psi(T)$ \cite{41}. In contrast, the Wigner function for the linear time evolution shown in Fig. 4(a) exhibits an asymmetric shape at the positions of the potential minima, that can be traced back to the superposition of ground and excited vibronic states within the respective minima. For the short transfer time of $T=6$ the optimized $\lambda(t)$ shown in the inset of Fig. 3(a) substantially differs from a linear behavior.

We next turn to the more complicated situation of wave-function splitting. As a preliminary case study we consider the confinement potential

\[
V(x,\lambda) = \begin{cases} 
\frac{1}{2} \left( \frac{|x| - \frac{\lambda d}{2}}{2} \right)^2 & \text{for } |x| > \frac{\lambda d}{4}, \\
\frac{1}{2} \left( \frac{(\lambda d)^2}{8} - x^2 \right) & \text{otherwise},
\end{cases}
\]

which changes from a single-well potential for $\lambda=0$ to a double-well potential with interwell distance $d$ for $\lambda=1$. Potential (9) is constructed such that it is continuous and smooth. Figures 3(b) and 3(c) show results for a wave-function splitting for $T=9$ and for a linear $\lambda(t)$ dependence. The wave function becomes split in the first stage of the time evolution, and is transported into the respective minima in the second stage of the transport process. Contrary to the single-well transport, in this second stage also excited vibrational states of the harmonic oscillator that were populated during the initial splitting process are involved, as apparent from the varying shape of $|\psi(x,t)|$ in the density plot of Fig. 3(c). Even more striking, the wave function shown in Fig. 3(d) for the fast transfer process with $T=6$ is split only incompletely, and part of the population remains localized between the two wells. Correspondingly, the overlap with the desired ground state $\psi_d$ of the V($x,\lambda=1$) potential is rather poor and the cost function shown in Fig. 3(a) (solid line) is high for small values of $T$. With increasing $T$ the cost function again exhibits an oscillatory behavior with decreasing amplitude, indicating the onset of adiabatic transport. However, in contrast to the single-well case $J$ keeps a finite value at its minima, which is due to the population of excited vibronic states during splitting and the resulting lack of complete overlap with $\psi_d$.\footnote{\textit{PHYSICAL REVIEW A} 75, 023602 (2007)}
As apparent from the corresponding wave-function evolution shown in Fig. 3(d'), at early times the potential is quickly transformed from a single to a double well, and the system is thereby brought into a highly excited state. Similar to the fast single-well transport described above, such states can be manipulated and transported on shorter time scales. Indeed, the final stage of the transfer process is reminiscent of the final stage of wave-function transport shown in Fig. 1(e').

C. Magnetic confinement of Hänsel et al.

In Hänsel et al. [13] the authors studied wave-function splitting for a realistic magnetic microtrap. They devised a control scheme that favors adiabatic transport by minimizing, throughout the whole transfer process, excitations to excited states, and demonstrated that this approach can perform significantly better in comparison to more simplified control strategies. In this section we reexamine their scheme within the framework of optimal control theory. We use the same model parameters for the magnetic microtrap where confinement along x is provided by three parallel wires oriented along the y direction, with an interwire distance of 20 μm. The current $I_{\text{ext}}$, through the central wire is opposite to the currents $I_x$ through the outer wires. Introducing a current modulation by means of the control parameter $\lambda$ via

$$I_{\text{ext}} = 140 + \lambda \times 2.91 \text{ mA},$$
$$I_x = 0.25 + \lambda \times 4.4 \text{ mA}$$

produces a magnetic confinement along x that changes from a single well at $\lambda = 0$ to a double well at $\lambda = 1$, as shown in Fig. 5(b). For the linear variation of $\lambda(t)$ wave-function splitting is shown in Figs. 5(c) and 5(d) for transfer times of 15 and 8 ms, respectively. In both cases the splitting is too fast to allow the system to become localized in the two minima of the double well, and a significant portion of the population remains between the two wells. This is also apparent from the cost function shown in Fig. 5(a) (solid line) that reports large $J$ values over a wide range of transfer times, thus indicating an only incomplete splitting. The relation of our cost function to the excitation probability $p$ used in Ref. [13] is simply given by $J(\phi, \lambda) = \frac{1}{\lambda} p$, assuming as usual only minor contributions from the second term in Eq. (2).

The symbols in Fig. 5(a) show that optimal control theory again allows to strongly improve the cost function. In the inset we report that for transfer times beyond, say, 6 ms the cost function $J$ becomes significantly lower than the control penalization $\gamma = 10^{-3}$ (dotted line), and the final wave function $\psi(t)$ matches almost perfectly the desired ground-state wave function of the final double-well potential. A comparison of the optimal control $\lambda(t)$ depicted in the second inset of Fig. 5(a) with the optimized control of Hänsel et al. (see inset of Fig. 6 of Ref. [13]) shows that both control strategies are of equal simplicity. We note that the optimal control fields of our approach perform better for very short transfer times, whereas for longer transfer times further analysis would be needed to pinpoint the advantages and disadvantages of the respective schemes.
FIG. 6. (Color online) Results for the magnetic microtrap of Lesanovsky et al. [21] and for $^{87}$Rb atoms confined in the $m_f=2$ state. (a) Magnetic confinement potential for different rf field strengths. (b) Linear (dashed line) and optimized control parameter $\lambda(t)$ as obtained from the solutions of the one-dimensional (solid line) and two-dimensional (dotted line, indistinguishable from solid line) Schrödinger equation. (c) Density plot of wave-function evolution $\int|\psi(x,y,t)|^2 \, dy$ for linear $\lambda$ variation. (d) Same as (c) but for optimized $\lambda(t)$. (e) Density plot of wave-function evolution $\int|\psi(x,y,t)|^2 \, dx$ for optimized $\lambda(t)$.

D. Magnetic confinement of Lesanovsky et al.

In our fourth case study we consider the radio-frequency double-well confinement proposed by Lesanovsky et al. [21] which is produced by a surface-mounted dc four-wire structure on an atom chip. Such traps provide tight confinement even at large surface areas, allow for smooth potential transitions by variation of external parameters, such as rf field strengths, and are relatively robust against experimental fluctuations. In our calculations we use the same parameters as given in Ref. [21] [see also Eq. (10) therein], and vary the rf field strength by means of the control parameter $\lambda$ according to

$$B_{rf} = 0.5 + \lambda \times 0.3 \text{ G.}$$

(11)

Figure 6(a) shows the confinement along $x$ for three different rf field strengths corresponding to $\lambda=0$ (solid line), $\frac{1}{2}$ (dashed line), and 1 (dash-dotted line). Contrary to the double-well potential discussed in the previous section, the magnetic confinement of Lesanovsky and co-workers exhibits a substantial extension in the $y$ direction, which calls for a solution of the two-dimensional Schrödinger equation. In our work this is accomplished by using the split operator technique, as discussed in more detail in Appendix B. Figures 6(b)–6(e) show results of our optimal quantum control calculations for a quite short transfer time of $T=2$ ms. In Fig. 6(b) we report the optimized $\lambda(t)$ functions as obtained from the solutions of the one-dimensional (solid line) and two-dimensional (dotted line) Schrödinger equation. Both $\lambda(t)$ are almost identical. Indeed, from Fig. 6(e), which shows the wave function and confinement potential along $y$, it is apparent that there is an only minor influence of $B_{rf}$ on the confinement along $y$, and consequently the wave function factorizes. The lower parts of Figs. 6(c)–6(e) report the final (solid line) and desired (dash-dotted line) wave functions. They differ in case of a linear variation of $\lambda(t)$ [see Fig. 6(c)] and coincide for the optimized control [see Figs. 6(d) and 6(e)]. Thus, optimal quantum control allows us to drastically outperform more simple control schemes. We have presented the results of Fig. 6 primarily to demonstrate our ability to also cope with two-dimensional problems. We believe that this will be important for the future analysis of more complicated potentials, such as ring-shaped interferometers [21]. In our concluding remarks we will further elaborate on this point.

E. Solution of nonlinear Gross-Pitaevskii equation

Let us finally address the influence of the nonlinear term in the Gross-Pitaevskii equation (1) on our optimal quantum control results. In doing so we shall reexamine the results of Sec. III B for the simple double-dot potential (9), though similar results are also found for the more realistic potentials studied in Secs. III C and III D. Consider the one-dimensional Gross-Pitaevskii equation

$$i\psi(x,t) = \left( -\frac{1}{2}\frac{d^2}{dx^2} + V(x,\lambda(t)) + \kappa|\psi(x,t)|^2 \right)\psi(x,t),$$

(12)

where all details of the condensate density and the transversal confinement potential have been lumped into the single nonlinearity parameter $\kappa$. Figure 7(a) shows the ground-state wave functions $\phi_0(x)$ (see Appendix B 2 for computational details) and the effective potentials $V_{\text{eff}}(x,\lambda)=V(x,\lambda) + \kappa|\phi_0(x)|^2$ for a few selected $\kappa$ values and for $\lambda=0$. Due to the repulsion of atoms in the condensate the wave function broadens and penetrates into the barrier.

We first consider condensate splitting through linear variation of $\lambda$. Figure 7(b) shows a density plot of the corresponding cost function $J(\psi,\lambda)$ for different transfer times $T$ and nonlinearity parameters $\kappa$. Note that for $\kappa=0$ the cost function $J$ corresponds to the solid line shown in Fig. 3(a). From the figure we observe that, for small transfer times, say below $T=5$, the condensate becomes split only very inefficiently and there is no substantial overlap of the final wave function with the desired one. With increasing $T$ the transfer process works more efficiently. Generally speaking, for comparable values of $J$ larger nonlinearities $\kappa$ translate to longer transfer times. This is also apparent from Fig. 7(c), which reports $J$ as a function of $\kappa$ for a fixed transfer time $T=8$. The symbols in the figure show results of our optimal control calculations, based on the solutions of Eqs. (4a)–(4c), which demonstrate perfect condensate splitting within the whole $\kappa$ regime under consideration. The corresponding time evolutions of the control parameters $\lambda(t)$ (not shown) are similar to those shown for $\kappa=0$ in the inset of Fig. 3(a). Thus, optimal control theory allows one to devise efficient control strategies even in the presence of moderate condensate nonlinearities. Although the nonlinearity parameter influences the detailed time evolution of $\lambda(t)$, it has no drastic impact on the essentials and qualitative features of our findings. Similar conclusions apply to the results for other magnetic confinement potentials.
of not only the condensate wave function but also its quasiparticle excitations.

IV. SUMMARY AND DISCUSSION

In conclusion, we have studied within the framework of optimal control theory and the Gross-Pitaevskii equation quantum control of Bose-Einstein condensates in magnetic microtraps, which can be controlled by external parameters such as wire currents or radio-frequency fields. For a variety of magnetic confinement potentials transport and wavefunction splitting of the condensate has been analyzed, and we have demonstrated that OCT can drastically outperform more simple control strategies.

In contrast to adiabatic transfer schemes, where the control fields in the time-dependent Hamiltonian \( H(t) \) must be changed sufficiently smoothly, such that transitions to excited states are suppressed throughout,\(^8\) OCT allows to access excited states during the control. This opens the possibility to explore a larger portion of the control space, and enables high-fidelity quantum control even at short time scales. Furthermore, neither the wave functions nor energies of ground and excited states are needed in OCT calculations, which appears to be particularly advantageous for microtraps controlled by several external parameters, where the solution of the time-independent Schrödinger or Gross-Pitaevskii equation for every configuration of the magnetic confinement potential would be a computationally heavy task. OCT calculations for Bose-Einstein condensates in magnetic microtraps are expected to be a useful and versatile tool for high-fidelity quantum control in a variety of applications.
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APPENDIX A: GLOBAL PHASE

Let

\[
V(r, \lambda) = V_0(\lambda) + \tilde{V}(r, \lambda),
\]

where \( V_0(\lambda) \) is the minimum value of the potential \( V(r, \lambda) \) and \( \tilde{V}(r, \lambda) \) a potential with minimum zero. Then,

\[
\phi(t) = \exp[-i\bar{\phi}(t)] \phi(t)
\]

is a modified wave function with the global phase \( \phi(t) \) defined through

\[
\Phi(t) = \int_0^\tau V_0(\lambda(s)) ds.
\]

Inserting wave function (A2) into the Gross-Pitaevskii equation (1) gives for the time derivative

\(^8\)More specifically, the inequality \( \lvert \langle \phi | dH(t)/dt | 0 \rangle \rvert \ll (E_f - E_0)^2 \) must be satisfied throughout the transfer process, with 0 and \( f \) denoting ground and excited states, respectively.
Finally, the second time derivative of $\hat{\lambda}$ needed in Eq. (6) is approximated by the finite-difference expression $(\lambda^{m+1} - 2\lambda^m + \lambda^{m-1})/(\hbar t)^2$. In our calculations we set $\gamma = 10^{-3}$.

2. Gross-Pitaevskii equation

The split-operator technique can be also applied to the nonlinear Gross-Pitaevskii equation (1). We first replace in Eq. (B2) the potentials $V$ by the effective potentials $V_{\text{eff}} = V + g|\psi|^2$. An apparent difficulty of the nonlinear term is the fact that the first exponential on the right-hand side of Eq. (B2) invokes the wave function $\psi^{m+1}$, through the effective potential $V_{\text{eff}}^{m+1}$, which is not at hand at this stage of computation. One can, however, easily check that the $e^{-i(\partial/\partial t) V_{\text{eff}}^{m+1}}$ term only adds a phase to the different components $\psi^{m+1}$. Thus, the wave-function modulus can be computed from

$$|\psi^{m+1}| = |e^{-i(\partial/\partial t) V_{\text{eff}}^{m+1}}(e^{-i(\partial/\partial t) V_{\text{eff}}} \psi^{m})|.$$  

Once $|\psi^{m+1}|$ is known we can determine the effective potential $V_{\text{eff}}^{m+1}$, and finally compute the wave function at later time through

$$\psi^{m+1} = e^{-i(\partial/\partial t) V_{\text{eff}}^{m+1}}(e^{-i(\partial/\partial t) V_{\text{eff}}} \psi^{m}) = e^{-i(\partial/\partial t) V_{\text{eff}}} \psi^{m}.$$  

This scheme again conserves the norm. As for the adjoint equation (4b), we use a slight variant of the split-operator technique for the linear Schrödinger equation, where the real and imaginary parts of the equation are separated to cope with the $g\psi^*\dot{\psi}$ term.

Finally, for imaginary time steps $-i\hbar t$ we are able to compute the ground-state wave function of the Gross-Pitaevskii equation. Here, we start from the ground state of the linear Schrödinger equation and evolve the system through Eqs. (B3) and (B4) in imaginary time, thus projecting out the ground-state wave function. After each iteration the wave function is normalized and the computation terminates when the wave function no longer changes significantly.

APPENDIX C: OPTIMIZATION OF SPATIAL GEOMETRIES

In this appendix we briefly discuss how a slight variant of the OCT scheme presented in Sec. II would allow for an optimization of spatial geometries, such as waveguides or two-arm interferometers. The situation we have in mind is a scattering-type experiment, where the condensate, initially in state $\psi_0$, enters through a waveguide into the scattering region where it becomes split. Let us consider for simplicity a two-dimensional geometry and a condensate propagation along $x$. The objective of our optimization thus becomes the choice of the confinement potential $V(x, y)$ in the scattering region through which one can propagate the condensate without creating excitations.

Let $\psi_f$ denote the desired outgoing state of the scattering and $V(y, \lambda(x))$ the confinement potential parametrized through the space-dependent control parameter $\lambda(x)$, with $x \in [0, L]$. Instead of Eq. (2) we introduce the cost function

$$C = \int_0^L \left| \psi_f - e^{-i\lambda(x)\hbar t} \psi_0 \right|^2 \text{d}x.$$  

with $\psi_0 = e^{i\int_0^x \lambda(s) \text{d}s} \psi_f$. Here, the last term on the right-hand side is canceled by a corresponding term on the right-hand side of Eq. (1), and we obtain the modified Gross-Pitaevskii equation

$$i\dot{\psi} = e^{-i\phi(t)}[i\dot{\phi} + \phi(t)]\psi = ie^{-i\phi(t)}\dot{\psi} + V_{\phi}(\lambda(t))\psi. \quad (A4)$$

Here, the constant contribution of the confinement potential $V(t)$ is substracted. The solution $\tilde{\psi}(t)$ equals $\psi(t)$ up to the global phase $\phi(t)$.

APPENDIX B: DETAILS OF OUR NUMERICAL SCHEME

1. Schrödinger equation

In this appendix we present details of our numerical solution schemes for $\psi(t)$ and $p(t)$. Let us first neglect the nonlinear terms in Eqs. (4a) and (4b), by setting $g=0$, and consider one spatial dimension. We discretize the time and space domain into a finite number $N_t$ and $N_x$ of subintervals of sizes $\Delta t$ and $\Delta x$, respectively. A discrete state variable at time $t_m$ and position $x_i$ is denoted by $\psi^m_i$. The second spatial derivative $\psi''$ is approximated by the difference expression $(\psi_{i+1} - 2\psi_i + \psi_{i-1})/\Delta x^2$ together with periodic boundary conditions. For the time integration of $\psi(t)$ and $p(t)$ we use the Cranck-Nicholson scheme

$$\psi^{m+1} = \left[1 + i\frac{\Delta t}{2} H^{m+1}\right]^{-1} \left[1 - i\frac{\Delta t}{2} H^{m}\right] \psi^m. \quad (B1)$$

The inversion of the matrix on the right-hand side is computationally simple owing to its tridiagonal shape, which results from the above finite-difference scheme. The Cranck-Nicholson scheme has the advantage that the time evolution is unitary and the norm of the wave function is thus conserved. In our calculations we typically use values of $N_t = 500$ and $N_x = 500$.

For two space dimensions we again discretize the domain into equidistant subintervals and approximate the spatial derivatives by a corresponding five-point formula for the Laplacian. However, the resulting Hamiltonian matrix $H$ is no longer tridiagonal and the inversion in (B1) becomes computationally more costly. We thus employ the split-operator scheme [45]. Let $H = T + V$, where $T$ is the kinetic term resulting from the discretization of the Laplacian and $V$ the magnetic confinement potential. The wave function at later time is then computed according to

$$\psi^{m+1} = e^{-i(\partial/\partial t) V^{m+1}} e^{-i\Delta t T} e^{-i(\partial/\partial t) V^m} \psi^m, \quad (B2)$$

which again is a norm-conserving scheme. Here, the action of the matrix $e^{-i(\partial/\partial t) T}$ on the wave function can be easily computed by means of fast Fourier transform and its inverse. Space discretizations of typical dimension $512 \times 128$ can be easily handled within such approach.
\[
J(\psi, \lambda) = \frac{1}{2} \left[ 1 - \left[ (\psi_0|\psi(T)|)^2 \right] + \frac{\gamma}{2} \int_0^L \left( \frac{\partial \lambda(x)}{\partial x} \right)^2 \, dx, \quad (C1)
\]

where the last term favors a smooth spatial variation of the confinement potential \( V \). Performing functional derivatives of the Lagrange function we obtain again Eqs. (4a) and (4b), whereas Eq. (4c) has to be replaced by the space-dependent version

\[
\gamma \frac{\partial^2 \lambda(x)}{\partial x^2} = -\text{Re} \left( \psi_0^* \left( \frac{\partial V_\lambda}{\partial \lambda(x)} \right) \psi \right), \quad (C2)
\]

with boundary conditions \( \lambda(0)=0 \) and \( \lambda(L)=1 \). Here the expression on the right-hand side involves an integration over the transversal coordinate \( y \) and time. The solution of the resulting optimality system can be performed along the same lines as for its time-dependent counterpart.